
1 
 

The Growth of Personal Science: 
Implications for Statistics  

Seth Roberts  

Tsinghua University and University of California, Berkeley  
 

 

Summary  
 
Personal science is science done for personal reasons (to help yourself) rather than 
professional ones (as a job).  The most common personal science is health self-
measurement, which has recently become much more popular. This article describes 14 
examples of personal science involving health. The topics include blood sugar, sleep, 
mood, body weight, resistance to infection, and brain function. Most of the examples are 
about new ways to improve these measures. For example, the results suggest that: 1. 
Skipping  breakfast reduces early awakening. 2. Looking at faces in the morning 
improves mood. 3. Flaxseed oil improves balance. 4. Butter improve s arithmetic speed. 
Overall, the results suggest that personal science plus expert advice can produce better 
health than expert advice alone. Personal science may influence statistics in two ways: 1. 
A new audience. Personal scientists want to learn statistics. 2. Better understanding. 
Learning about personal science may help statisticians understand science in general. 
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Introduction  
Over the last few decades, new technology has made data collection much easier. 

Statisticians have written about the incr ease of large datasets (e.g., Nolan and Temple 

Luce, 2010, discussions of Big Data) but the increase of small datasets may eventually 

matter more.  This article is about one type of small dataset -- health-related self-

measurements, such as measurements of blood sugar, sleep or weight -- that has 

become far more common. Statisticians are familiar with data collected as part of a job 

(e.g., collected by a professor). Health self-measurement is not part of a job. People do it 

to improve their own health.  I call science done to help yourself personal science. How 

important might it become? Will it influence statistics?  

Letôs consider an example. Suppose my blood sugar is too high. I can see a doctor. 

He may prescribe a drug. Thatôs expert advice (probably based on professional science). 

Another possibility is to collect data (measure my blood sugar ) and self-experiment 

(test possible remedies).  Thatôs personal science. I can do both: what my doctor 

recommends and personal science ï for example, I can compare what my doctor 

recommends to other possible remedies.  

Itôs not obvious that personal science will help me. Maybe my doctorôs advice is 

the best I can find. Nor is it obvious that personal science wonôt help me. Both 

possibilities (wonôt/will help) are plausible. Professional scientists have big advantages 

over personal scientists. Billions of dollars have been spent on diabetes research, all of it 

going to professional scientists. They have more resources (money, labs, expensive 

equipment), more training ,  and more experience than personal scientists. On the other 

hand, personal scientists have big advantages over professional scientists. They have 

more freedom. They are under no pressure to publish or get grants. They can test any 

remedy, not just respectable or profitable ones. (American health care has been heavily 

shaped by pharmaceutical research.) Personal scientists are single-minded. They care 

only about improving their  own health, whereas professional scientists have other goals 

-- prestige, salary, job security, respect of colleagues, and so on ï which may interfere 

with finding the best possible way to improve health. Personal science also benefits from 

assured relevance. Whatever drug my doctor prescribes, it was developed studying other 

people. They may not resemble me. The research context (e.g., diet, exercise) may not 

resemble my life . Personal science studies exactly the person of interest.  

Personal science has already been important in two areas. One is weight control. 

Several popular weight loss methods, such as the Atkins Diet and the South Beach Diet, 

were devised by persons who wanted to lose weight and were not professional 

researchers. The other is diabetes. In the last thirty years , home glucometers, which 

allow anyone to study their own blood sugar levels, have greatly changed treatment of 

diabetes. Their value was discovered by a person with diabetes (Richard Bernstein)  

rather than a professional researcher.  
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Personal science is growing. Many new products that  measure health have 

recently been released. They measure sleep (Zeo, WakeMate, Somnus), activity (FitBit, 

BodyMedia, WalkingSpree), brainwaves (Neurosky MindWave), heart rate (myBasis), 

and blood composition (Nonin Plus Oximetry, OrSense), for example. Home blood tests 

(OptiMale, CardioCheck) and blood tests without doctor approval (Health One  Labs, 

DirectLabs, PersonalLabs) have become available. West Coast Health Services offers on-

the-spot cholesterol, osteoporosis and other tests every few months at locations 

throughout California. The MedHelp website , which has more than a million visitors  per 

month,  provides about 30 sets of rating scales for health problems. The anxiety/panic 

scales, for instance, help users track "symptoms, causes and treatments relating to 

anxiety and panic attacks.ò  

In 2006, Kevin Kelly and Gary Wolf, both associated with Wired  magazine, 

started a Meetup group in San Francisco called The Quantified Self (meaning self-

measurement). Most of the self-measurement involved health. By 2012, there were 

affiliated groups in more than 50 cities (San Diego, London, Mannheim, Hel sinki, 

Singapore, etc.). In 2011, at the first Quantified Self conference, speakers discussed 

heart rate, mood, sleep apnea, Crohn's disease, attention, facial expressions, blood tests, 

and many other sorts of health-related data. In 2012, Northwestern Uni versity started a 

doctoral  program in Personal Health Informatics . ñPersonal health technologies,ò says a 

description of  the program, ñare those that non-health professionals interact with 

directly, both in and out of a clinical setting and in various life  stages of illness and 

wellness.ò 

Will the  growth of personal science influence statistics? This article tries to 

answer this question by providing  examples. Personal science may shape statistics in 

two broad ways. First, it may provide a new audience  for statisticians. The examples of 

this paper suggest that doing personal science (including data analysis) can produce 

better health than just following expert advice  (which is what almost everyone now 

does). The examples involve common problems such as high blood sugar, poor sleep, 

poor mood, common colds, obesity, and suboptimal brain function.  The fraction of 

people with at least one of these problems (99%?) must be much larger than the fraction 

of people who now study statistics at some point (1%?). If people with these problems 

believe that personal science can help them, they will want to learn how to analyze the 

data they collect. Second, it can help statisticians understand science in general . 

Statistics has been shaped entirely by professional science. Personal scientists have 

different needs and ask different questions. For example, they are more interested in 

finding ideas worth testing. The Discussion makes explicit what statisticians may learn 

about science from personal science.  
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Background  
Personal science is an example of DIYization, where something done by 

specialists as a job (in this case, health research) begins to be done by non-specialists 

not as a job. Photography illustrates DIYization . At first, only professional 

photographers took photographs. Now everyone takes them.  Computers have DIYized 

many jobs, including  word processing and graphic design. We can predict the effects of 

personal science by looking at other examples of DIYization. DIYization usually has two 

benefits: 1. Spread. More people benefit because the cost goes down. Word processing 

software costs less than a secretary. 2. Innovation . Innovation increases in small ways 

(customization  ï you alter something to fit your specific needs) and large ways (new 

processes and products are created) because more people can use X to innovate. Von 

Hippel (2005 ) described how customization by customers has helped companies 

improve their  product s.  

Another indication of the future effect of personal science is the history of  

amateur science. Amateur science is more than personal science. It includes what might 

be called hobbyist  science, science without personal benefit. Hobbyist scientists, like 

personal scientists, have more freedom than professional scientists. Three hobbyist 

scientists (Charles Darwin, Gregor Mendel, and Alfred Wegener) show what a difference 

this can make. Darwin spent twenty years writing  Origin of the Species. He did not lose 

his job for low productivity. Nor did it matter whom he offended. Mendel too produced 

very little, with no bad consequences. He proposed a radical new theory without 

worrying what his boss or co-workers would think . The same applies to Wegener. His 

theory of continental drift  was ridiculed for many years.  

Personal science has already revolutionized tre atment of diabetes (Bernstein, 

2003) , as I mentioned earlier. In the 1960ôs, Richard Bernstein was an engineer with 

Type 1 diabetes. The usual insulin injections , adjusted based on monthly blood sugar 

measurements, worked poorly. His blood sugar was often too low and too high and his 

health was poor. Then he learned of a new blood sugar meter that needed only a drop of 

blood. It was meant for doctors, but , because his wife was a doctor, he was able to get 

one. He measured his blood sugar several times per day. The results taught him how to 

control it . His health greatly improved. Home blood glucose measurement similar to 

what Bernstein did  is now standard for diabetes.  

My personal science began in graduate school. I was studying psychology and 

wanted to learn how to do experiments.  I started doing self-experiments to get more 

practice. (Self-experiments were much faster than my usual research, which involved 

rats.) One topic was acne. I had acne. My dermato logist had prescribed tetracycline (an 

antibiotic) and benzoyl peroxide.  In spite of using them, I still had  plenty of  pimples. I 

did experiments to measure their effect. I varied the treatment (e.g., the number of 

pills/day of tetracyline) and counted the pimples on my face each morning. At the start 
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of my research, I thought tetracycline worked and benzoyl peroxide did not .  My results 

showed that the opposite was true: benzoyl peroxide worked, tetracycline did not. Later 

studies by dermatologists agreed with me that tetracycline may not work (e.g., Eady et 

al., 1993). Iôd had acne for six years. A few months of self-experimentat ion produced a 

big improvement.   

The improvement was nice. It was also surprising. It had been curiously easy to 

improve on expert advice. My dermatol ogist had had years of training and experience. 

Presumably he read dermatology journals. They reported expensive research by 

dermatology professors. In a few months, I had learned something very useful 

(tetracyline may not work ) that he didnôt seem to know. He had never mentioned the 

possibility that tetracyline wouldnôt work and was surprised by my tests (ñWhy did you 

do that?ò he asked). I wondered if personal science could improve on expert advice in 

other areas. 

 A few years later, I wanted to sleep better (see Example 2). I started measuring 

my sleep and testing possible remedies. I t took me ten years to discover the first useful 

treatment ï but that treatment, in contrast to my acne research, was unknown to sleep 

experts. After my success with sleep (1990), I began to make useful discoveries more 

often. Eventually I wrote about my findings : a Chance article (Roberts, 2001), a 

scientific article (Roberts, 2004 ), a popular book about weight loss (Roberts, 2006), an 

article about why my self-experimentation  was successful (Roberts, 2010), and an article 

about its reception (Roberts, 2012). 

Statisticians may be unaware of actual examples of personal science. I know of 

only two articles in the statistics literature about it:  my Chance article (Roberts, 200 1) 

and a Chance article about the graphical analysis of glucometer data (Weiner and 

Velleman, 2008). Neither reaches the conclusions I reach here. 

Examples  
The fourteen examples are arranged by topic (blood sugar, sleep, etc.), roughly 

from simple to complex. Examples 2, 6, 8, and 9 and some of 3 are described in more 

detail in Roberts (2004).  

The goal of the examples is to show what is possible ï in particular,  that personal 

science can impr ove on expert advice. No one doubts that the power of personal science 

has been increasing. People can better measure health. They can search the Internet for 

ideas and scientific papers. They can analyze their data with free software. What isnôt 

clear, however, is how close personal science is to being useful. In t he 1600s, it took 

months to cross the Atlantic . Navigation was hard. During a trip travelers knew they 

were getting closer to land ï they could see the ship was moving in the right direction ï 

but trip durations  (how long it took to get from one side of the Atlantic to the other)  
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varied so much that for a large fraction of a trip the travelers  had little idea how close to 

land they were. The first signs of land were birds.  

The examples resemble those birds. My success at personal science (illustrated by 

the examples) does not mean that many people can now do it . I had advantages that 

most people donôt. My job (psychology professor) taught me a lot about how to do 

science. But others can learn on their own what I learned from my job . This is why the 

examples suggest we are approaching a time when many people will do useful personal 

science. 

Example 1: Blood Sugar and Walking  
In 2008, to learn more about blood sugar monitoring, I began measuring my 

blood sugar every morning before eating (often at 8 am). Such measurements are called 

"fasting" levels  and are used to diagnose diabetes. (A level of 126 mg/dL may  be 

considered diabetes.) I used an Abbott glucometer (e.g., Freestyle Lite) and drew blood 

by pricking my  forearm, which was painless. I did not think I was at risk of diabetes.  

Figure 1 shows my measurements. In 2008, I made 157 measurements, which 

had a median of 91. That seemed acceptable. Values of 100-125 mg/dL  are considered 

ñpre-diabeticò. Perhaps 84 is ideal. I stopped measuring for a while. When I resumed, in 

2009, the numbers were worse. The first 2 0 measurements in 2009 had a median of 102 

mg/dL .  

I was alarmed. The values were not just high, they were increasing. To reduce 

them, I ate less carbohydrate (no rice, less fruit,  and so on). The median came down but 

it was still high. Was I drifting toward diabetes? 

I wanted to further lower my fasting blood sugar but I did not know how. I 

already ate few carbohydrates. I tried eating even fewer. That didn't work. I tried not 

eating for long periods of time (e.g., one day). That was too unpleasant. Exercise is 

sometimes recommended (see below), but I already did aerobic exercise three times per 

week. 

One morning in 2009 my blood sugar was about 10 points lower than usual (in 

the 80s rather than the 90s). Why? I  remembered Iôd done something unusual the 

previous day: walked to and from a cafe (30 minutes each way). I often went to that café 

but previously had always biked (5 minutes each way). The correlation suggested that an 

hour of walki ng might lower  fasting blood sugar.  

I tested this idea by deliberately walking 50 -60 minutes  every day. Figure 1 shows 

what happened. My fasting blood sugar was much better and over the next two years, 

did not drift upwards.  
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ñExerciseò is often recommended to prevent diabetes but ñexerciseò usually does 

not include ordinary walking. To prevent Type 2 diabetes, says the Mayo Clinic website, 

"aim for 30 minutes of moderate physical activity a day. Take a brisk daily walk. Ride a 

bike. Swim laps." A recent review (Hu  et al., 2007) concluded that "30 min/d of 

moderate- or high-level [= moderate or high intensity] physical activity is an effective 

and safe way to prevent type 2 diabetes in all populations." Ordinary walking is low 

intensity. Another review (Gill and Cooper, 2008) points in the direction of my results: 

ñThe data indicate that protection from diabetes can be conferred by a range of activities 

of moderate or vigorous intensity, and that regular light -intensity activity may also be 

sufficient, although the data for this are less consistent.ò 

I f you want to make similar  measurements, be aware of three complications : (a) 

Blood sugar rises briefly around dawn. (b) Blood sugar rises in anticipation of a meal 

(e.g., breakfast). Measure your blood sugar after the dawn rise and before the 

anticipatory rise.  (c) The bias of the test strips apparently grows with age up to as much 

as 10 mg/dL (e.g., reads 90 mg/dL when the truth is 80 mg/dL) before the expiration 

date. Donôt change treatments at the same time you change test strip batch. 

 

Figure 1. Blood sugar over time. Each point is one measurement (one day). The lines are loess fits.  

Example 2: Sleep and Breakfast  
Soon after I  moved to Berkeley, I began to wake up too early -- tired but unable to 

fall back asleep. To measure the problem, I started recording my sleep. I defined early 

awakening to be any time I fell back asleep from 15 minutes to six hours after waking up. 

This happened roughly one-third  of the time. 
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Over the next twelve years, I tested all of the plausible solutions I could think of , 

such as more exercise and eating cheese (which made me sleepy). None made a 

noticeable difference.   

In 1990, for unrelated reasons, I changed my breakfast from a bowl of oatmeal to 

two pieces of fruit  (e.g., banana and apple).  My sleep got worse. I started to wake up 

early every morning, instead of one-third of the time. I went back to oatmeal. My sleep 

improved . I went back to fruit. My sleep got worse. Apparently breakfast made a 

difference. 

Why was oatmeal (33% early awakening) better than fruit  (100% early 

awakening)? The two foods differ in many ways. One is protein content: Oatmeal 

contains much more protein  than fruit . I tried  several high-protein breakfasts, hoping 

that one of them would be better than oatmeal. None was.   

I wasnôt sure what to do next. Food is so complicated. I t might be easier to 

understand my results if I compared something to nothing (Breakfast X to no breakfast) 

rather  than something to something (Breakfast X to Breakfast Y).   

To get a no-breakfast baseline, I stopped eating breakfast. To my great surprise, 

my early awakening almost disappeared (Figure 2). After a few months, I resumed 

eating breakfast (two pieces of fruit). My sleep got worse. Again I stopped eating 

breakfast. Again my sleep got better.  

Now I understood why my early awakening had started when I moved to Berkeley 

(to be an assistant professor). It was my first long -term job. The rest of my life is 

beginning , Iôd thought. Time for better habits , which included eating breakfast. For the 

first time since high school, I started eating breakfast. 

My discovery that breakfast caused early awakening made sense in terms of what 

was already known about animal behavior. A well-established effect in animals is called 

food-anticipatory activity (Mistlberger, 1994) . When fed at the same time every day, 

mammals, birds, and fish become active about three hours earlier. If fed at noon, for 

example, they become active at about 9 am. I was eating breakfast at about 7 am and 

waking up at about 4 am. Sleep researchers have not yet noticed this effect.  
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Figure 2. Early awakening over one year. Each point is one morning. The y axis indicates the time 
from waking up to falling back asleep. If I did not fall back asleep within 6 hours, y = 6 hours. The 
line is a loess fit. From Roberts (2004).  

Example 3: Sleep and Standing 
In 1996, a colleague (Lucia Jacobs) told  me it was too bad typing didn't count as 

exercise. What about standing?  I thought. Many people think  exercise causes weight 

loss. Does standing cause weight loss? 

I decided to find out. I spent  much more time on my feet. For example, I walked 

instead of riding  a bike, I read and wrote standing up, and I  stood during phone calls. 

The first few days were exhausting but after that it wasn't hard. I measured how long I 

stood with a stopwatch. 

After a few weeks it was clear I was not losing weight. But something else had 

changed: I  was waking up early less often (upper panel of Figure 3). A few months later, 

in preparation for a talk, I analyzed my sleep data. This analysis showed that standing 

reduced early awakening only if I stood at least 8 hours (lower panel of Figure 3). After I 

learned this, I tried to stand 9  hours every day. Supporting the assumption of causality, 
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the next several months produced even less early awakening (upper panel of Figure 3) 

and a similar dose-response function (lower panel of Figure 3). 
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Figure 3. Effect of standing on early awakening. Early awakening = Fell back asleep within 6 hours 
after getting up. Vertical segments show standard errors assuming  a binomial distribution.  
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Unfortunately s tanding 9 hours/day  was too hard. After a few years, I stopped 

doing it.  

One day in 2008,  I woke up feeling much more rested than usual. I had not slept 

more than usual, so why did I feel unusually rested? I made a list of nine ways the 

previous day had been unusual (e.g., usually wear contact lenses while sleeping but 

didn't).  Two days later I remembered something else. In the morning, I  had stretched 

the hamstrings of both legs while standing up ï that is, I stood on one leg and pulled the 

foot of the other leg behind me. The total time spent stretching had been about 4 

min utes (each leg 2 minutes). That seemed too brief to make a difference, but my earlier 

standing results (Figure 3) made me consider it.  

I tested each of the ten ways the previous day had been unusual. The only one 

that  increased how rested I felt when I awoke was one-leg standing, more precisely 

standing on one leg to exhaustion (= standing on one leg until  it is too painful to 

continue) . I usually did it twice (left leg once, right leg once) or four times (left leg twice, 

right leg twice) per day. Time of day didnôt seem to matter so long as at least four hours 

separated stretching bouts. (For example, if the first bout is at 9 am, the next bout is at 1 

pm or later.) As my legs got stronger, it took longer to reach exhaustion. To save time, I 

started standing on one bent leg to exhaustion, which I could do for 3-5 minutes. 

In 2011, I compared different amounts  of one-leg standing (two, three, or four  per 

day) in a randomized experiment. Every morning I did it twice  (left  once, right  once). In 

the evening I randomly chose between zero, one, and two additional one-leg stands. 

Sometimes I forgot. The next morning, when I woke up, I rated how rested I felt on a 

scale where 0 = not rested at all (as tired as when I went to sleep), and 100 = completely 

rested, not tired at all.  

Figure 4 shows the results for three sets of days: (a) ñbaselineò days (before the 

experiment and during the  experiment when I forgot, (b) ñrandomò days (days when I 

randomly chose) and (c) a later set of days (ñbaseline 4ź) when I did four one-leg stands 

every day. The results suggest that three was better than two and four better than three.  
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Figure 4. Effect of amount of one -leg standing on rested ratings. When I awoke I rated how rested I 
fel t on a 0 -100 percentage scale where 100% = completely rested, not tired at all, 99% = 99% of 
tiredness gone, and so on.  

The similarity between random 4 ( when the days preceding each target day were 

a mix of 2, 3, and 4) and baseline 4 (when the preceding days were all 4) implies  that the 

amount of one-leg standing on previous days didn't matter much  (e.g., my sleep Monday 

night did not depend on what had happened Sunday).  

The differences in how rested I felt when awoke (Figure 4) were not reflected in 

how long I slept. Figure 5 shows ñfirstò sleep durations, meaning the time from when I 

went to sleep to when I woke up for the first time, which is when I judged how rested I 

was (Figure 4). On a small fraction of days, I fell back asleep a few hours later. Because I 

felt more rested after roughly the same amount of sleep, these results suggest that one-
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leg standing made me sleep more deeply.

 

Figure 5. Effect of amount of one -leg standing on sleep duration.  Averages are means. Error  bars 
show standard errors.  

Many professional studies have measured the effect of exercise on sleep 

(Youngstedt et al., 1997), but the exercise involved has been aerobic exercise (Reid et al., 

2010) or  weight lifting ( Singh et al., 1997).  One-leg standing to exhaustion is much 

more convenient.  

Example 4: Sleep and Pork Fat 
In 2008 , I bought a box of pork from a farmer . It contained a variety of cuts. I ate 

the familiar ones. That left a cut I hadnôt seen before, which was maybe 80% fat. I 

eventually learned it was pork belly. In America, pork belly  is used for bacon and rarely 

sold unprocessed. At the time, l ike many Americans, I believed animal fat  was bad. The 

pork belly repulsed me but I couldnôt bear to throw it out. It sat in my freezer for 

months.  

Finally I ate it  (in soup) . That night I slept longer than usual (8.3 hours).  Figure 6 

shows how that compares to preceding days.  The previous 130 nights of sleep were 

under similar conditions , except that on those days Iôd eaten little or no animal fat. I'd 

slept more than 8.3 hours on only two of them (2%). The next day I felt much more 

energetic than usual. I hadnôt felt so energetic in years. 
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Figure 6. Pork belly outlier. Sleep duration as a function of day. The rightmost point is from a night 
that followed a day on which I ate a lot of pork belly. I had eaten no pork belly (and little animal fat) 
on all previous days.  

Eventually I did an experiment . I ate pork belly  (about 250 g) for lunch some 

days but not others. It was perhaps two-thirds  fat by weight. On baseline days I ate my 

usual lunch, which had little animal fat . I tried to alternate baseline and pork -belly days, 

but sometimes failed. When I woke up, I rated my sleep on the 0-100 scale used in the 

one-leg standing experiment (Figure 4).  I did the experiment in two phases. During the 

first, I kept one -leg standing constant at four times/day; during the second, at two 

times/day.  

Figure 7 shows the results. The lines were fit separately to each set of points. The 

difference was very clear. I woke up more rested after eating large amounts of pork fat.  
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Figure 7. Effect of pork belly meal on rested rating . 

Most nutrition experts say t hat large amounts of animal fat are unhealthy. For 

example, the 2010 Dietary Guidelines for Americans says ñreduce the intake of calories 

from solid fatò ï as if any  solid fat  was too much. 

Example 5: Sleep and Vitamin D3  
In 2011, I met  a California journalist  named Tara Grant. Her sleep was terrible, 

she told me. She woke up 20-30 times every night and in the morning felt like she had 

not slept at all. I said that sleep is affected by sunlight  and that timing  matters. Morning 

exposure to sunlight improves sleep, evening exposure to sunlight-like light makes sleep 

worse.  Because sunlight  causes Vitamin D3  synthesis, Grant wondered if the timing of 

Vitamin D3 mattered. She often took Vitamin D3 in the  evening. Maybe D3 in the 

evening resembled sunlight in the evening.  

She started taking her usual dose of Vitam in D3 in the morning . "That night I 

slept like a rock. And the next night. And the next night," she blogged. "My sleep issues 

completely resolvedò (Grant, 2011). Two months later,  the improvement  persisted. ñMy 

sleep has continued to be solid,ò she wrote me. ñI have not had ONE night of bad sleep 

since I started paying attention to when I was taking my Vi tamin D .ò When she was 

young and into her thirties, she never had trouble sleeping. Her sleep problems began 

around the time that she changed her diet to  be more ñpaleoò (e.g., high fat, low dairy). 

At the same time, she started taking supplements, one of which was D3. 

In the preceding few years, I taken Vitamin D3 for brief periods two or three  

times, but never in the morning .  I had not noticed any effect. After learning about 
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Grant's discovery, I tried taking it  at 8 am every day. I  gradually increased the dose 

from 2000 IU to 8000 IU. When I woke up in the morning I rated how rested I felt on 

the same scale I used in the one-leg standing experiment (Example 3) and the pork-fat 

experiment (Example 4).  

Figure 8 shows the results. Apparently  Vitamin D3  at 8 am made me wake up 

more rested, and the necessary dose was more than 2000 IU. Grant made her discovery 

taking 10000 IU/day and  found that 5000 IU/day was slightly less effecti ve, which is 

consistent with my results .

 

Figure 8 . Effect of Vitamin D3 dosage on rested rating. The right -hand column of integers (ñdaysò) 
are the numbers of days each condition wa s in effect. Averages are means. Error bars show standard 
errors.  

 ñEveryone suggests taking supplements,ò wrote Grant, ñbut Iôve never heard 

anyone mention the optimal time  [of day]  to take themò (Grant, 2011). Nor have I. No 

Vitamin D3  study with humans has controlled the time of day it is taken, as far as I 

know.  This may be why Vitamin D prevention research with  nonskeletal measures (e.g., 

sleep) has found little evidence of benefit (Maxmen, 2012). 

Example 6: Resistance to Infection  
 In the spring of 1997, I noticed I had not had any colds that winter. I  was 

surprised, but there was an obvious explanation: better sleep. In January 1997, I had 

started to stand about 10 hours/day  (see Example 3 for explanation) and  had started to 

sleep much better. In January 1998, I started to get at least one hour of sunlight 

exposure every morning, which also improved my sleep (Roberts, 2004).  
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My freedom from ordinary colds continued.  (Except when I travelled, when my 

sleep was worse.) I had records of when I was had a cold that went back to 1989. In 

2002, while writing Roberts (2004), I compared my rate of colds before and after I 

started to stand many hours almost every day (January 18, 1997). Figure 9 shows my 

colds, standing and exposure to morning sunlight over the years. (For information about 



19 
 

morning TV, see Example 8.) The reduction is clear.

 

Figure 9. Health, standing, and m orning light.  
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 After I stopped getting full -blown colds,  I started noticing less obvious signs of 

infection. Now  and then my throat would tingle for a few hours. Now and then I  would 

be more tired than usual and sleep longer than usual for a day or two. These were 

probably cases where my immune system mobilized  fast and well enough to prevent a 

mild infection from getting worse. These observations support the idea that I w as still 

getting exposed to ordinary amounts of cold viruses and the reduction in colds was 

because my immune system was doing a better job of fighting them off. 

 This example makes more plausible the view that if you get full -blown colds, your 

immune system has room for improvement. Americans average several full-blown colds 

per year. Current health science pays little attention to how to improve the immune 

function of people who are not yet sick.   

Example 7: Mood and Mood Sharing  
For many years, Jon Cousins, a British entrepreneur now in his fifties, suffered 

from severe mood swings (Morris , 2011). He tried anti depressants and psychotherapy. 

Neither worked well . In 2006, he realized his mood was getting worse and sought help. 

A psychiatrist told him he might have cyclothymia, a mild form of bipolar disorder. To 

confirm the diagnosis, she asked him to track his mood and bring the data to their next 

meeting.  She did not say how to do this.  

He decided to measure his mood using his own adaptation of a research tool 

called the Positive and Negative Affect Schedule. For each of twenty adjectives, such as 

alert , proud , and excited, he scored himself on a 0-4 scale. The overall score comes from 

separately summing the positive cards and negative cards and using a table to get an 

overall rating ( 0-100, 100 best). 

He measured his mood daily (Figure 10). After he'd been recording his mood for 

three months, a friend asked to see the scores. As soon as he started sharing his scores 

(by email), they improved. He continued to share his scores with his friend and added 

other friends to the mailing.  
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Figure 10. Jon Cousinsôs mood over five years. He measured his mood daily.  

It is very likely that sharing caused the sudden and sustained improvement.  

Nothing else important happened at the same time. During the five years before he 

began measuring his moods, Cousins estimates that he suffered from low moods (= 

score below 40) about 15 percent of the time. Tracking his mood surely made the 

sharing effect easier to discover.  

Unlike other treatments for  low mood (psychiatric drugs,  psychotherapy, street 

drugs, alcohol, and so on) mood sharing can be provided to many people at almost no 

cost and is perfectly safe. In 2009, Cousins founded a website called Moodscope that  

makes it easy for users to rate and share their mood. It is a big success. By 2012, it was 

attracting more than 6000 daily users. A survey done in 2011 by the United Kingdom 

Department of Health  to rate new health ideas ranked it #1 (best) of about 600 

submitted ideas.  

In 2012, I asked Cousins about the generality of the sharing effect he had 

discovered. He surveyed Moodscope users. Of the 125 people who responded,  50% (62) 

said that they had tr ied mood sharing. (For the rest, it was unclear if they had.) Of these, 

64% (40) said the effect of sharing was positive, 23% (14) said there was no clear effect, 

and 13% (8) said the effect was negative. Apparently many Moodscope users find it 

helpful to measure their mood  even without sharing  it .  

Example 8: Mood and Morning Faces  
Skipping breakfast reduced my early awakening (Example 2) but even after that 

discovery I still sometimes woke up too early. Stone Age people probably did not eat  

breakfast, I thought . Maybe breakfast was harmful because it was not part of  the ancient 
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environment that shaped our genes. Maybe my residual early awakening was due to 

another difference between my life and Stone Age life.  

Because of my research (about internal clocks), I knew that the timing of sleep is 

controlled  by social contact. We tend to be awake at the times of day that we have 

contact with others. For example, social contact Monday night will make you more 

awake Tuesday night. In the Stone Age, I imagined, people chatted with their neighbors  

in the morning.  In contrast,  I lived alone and might spend the morning alone. Maybe 

absence of morning social contact made my sleep worse.  

I wondered how to test this idea. A time-use survey (Szalai, 1972) suggested that 

TV has the same effect on sleep as human contact. Maybe I could test my idea by 

watching TV early in the morning. So one Monday morning in 1995, I watched about 20 

minutes of taped Jay Leno monologues  soon after I woke up. It  had no clear effect. It  

seemed like ordinary TV. The rest of the day was normal. The next morning (Tuesday), 

when I woke up, I was stunned how good I felt: cheerful, calm, yet energetic.  

The correlation was very strong. It was the first time I  had watched TV early in 

the morning  (Monday)  and the first time I had felt so good early in the morning  

(Tuesday). Did it reflect cause and effect? I had heard many ideas about how to be 

happy but never anything like this. On the other hand , many studies linked depression 

and poor sleep, so it made some sense that something done to improve sleep had 

improved mood.  

I did small experiments to see if the effect could be repeated. It could.  It  was 

cause and effect. The crucial event was faces looking at me, I found. Faces in profile and 

TV without faces had no effect. 

To measure the effect better, I made rating  scales. Morning faces caused three 

distinct  changes: I became more cheerful, more serene (less irritable), and more eager to 

do things. So I constructed three scales. Each went from 0 to 100 with 50  = neutral and 

100 = best. One scale was happy/unhappy. On this scale, 50 = neither happy nor 

unhappy, 60 = slightly happy, 70 = somewhat happy, 75 = happy, 80 = quite happy, 90 

= very happy, 40 = slightly unhappy, 30 = somewhat unhappy, and so on. Another scale 

was serene/irritable, with 60 = slightly serene, 70 = somewhat serene, and so on. The 

third scale was eager/reluctant, with 60 = slightly eager,  and so on.  To get a single 

measure, I averaged the three scores, which almost always changed in the same 

direction by similar amounts.  

I varied time of day of face exposure, duration of face exposure, face size, and TV 

distance. The more closely  what I saw resembled what I would see during an ordinary  

conversation, the stronger the mood-raising effect. 
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Figure 11 shows the results of an experiment in which I measured my mood 

several times per day.  Morning faces had no effect for about twelve hours. After that, 

they lowered my mood (in the evening) and raised my mood (the next day).  

The results of Figure 11 suggest that I have a circadian oscillator that controls my 

mood. The oscillator needs exposure to faces to oscillate, just as a swing needs to be 

pushed. Why should such an oscillator exist? The need for face-to-face exposure 

synchronizes the moods of people living together. It pushes everyone to sleep at the 

same time (irritability at night is beneficial ïif someone wakes you up you will snap at 

them) and cheerful and eager to do things at the same time, thus promoting 

cooperation. 
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Figure 11. Effect of morning faces on mood. Mood ratings over 17 days in 1999.  
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This example and the next (Example 9, the Shangri-La Diet) involved  plenty of 

subject-matter knowledge (e.g., the link between depression and bad sleep), which I 

knew because of my job. They suggest the power of combining  professional and 

personal science. In contrast to the rest of the examples, which could conceivably have 

been done (or were done) by non-professional scientists, these two examples strike me 

as requiring professional levels of subject-matter knowledge. They suggest that the 

spread of science will spread to non-professionals ï the point m ade by the rest of the 

examples -- because they support the ideas that (a) there is a lot we donôt know (in these 

two cases, about such important subjects as mood and weight control) and (b) personal 

science will be needed to find it.  

Example 9: The Shangri-La Diet 
In college I weighed  about 165 pounds (I am 5' 10"). In 1990 I reached 200 

pounds and wanted to lose weight.  At the time, I taught introductory psychology . One 

of my lectures was about weight control. To lose weight, I tried a method suggested by 

that lecture, which was to eat food closer to its original form (e.g., oranges instead of 

orange juice). Over the next two months, I  easily lost 13 pounds. I was surprised that I 

had managed to learn something new and useful on such a well-studied topic.  

I became more interested in weight control . In 1995, a researcher named Israel 

Ramirez, at the Monell Chemical Senses Center in Philadelphia,  sent me copies of many 

of his papers. One of them (Ramirez, 1990) led me to think of a new theory of weight 

control . The theory suggested two new ways to lose weight: (a) eat foods with a weak 

smell (e.g., sushi) and (b) eat foods with a low glycemic index (e.g., beans). I tried both . 

Both worked. This increased my belief in my theory.  

During a trip to Par is in 2000, I lost my appetite for many days. I must have lost 

weight. My theory suggested a surprising cause: the unfamiliar sugar -sweetened soft 

drinks I had been drinking  because of a heat wave. This was counter-intuitive. Almost 

all weight-control experts said (and still s ay) that  sugar causes weight gain . 

When I returned home, I tested my theoryôs explanation. It predicted that 

unflavored sugar water would work better than flavored sugar water (i.e., soft drinks) so 

I drank  unflavored sugar water. I lost my appetite so completely that I lost  30 pounds in 

about 3 months (Figure 12).  

As far as I know, no one had ever lost so much weight so quickly without hunger  

while eating ordinary food . In a famous experiment done in 1944-5, subjects ate a "semi-

starvation" (low-calorie) diet and lost roughly the same amount of weight in a similar 

amount of time (Keys, Broģek, Henschel, Mickelsen & Taylor, 1950). They suffered 



26 
 

greatly from hunger. 

 

Figure 12. Effect of sugar water on my weight. Each point is the average of three scales.  The bars at 
the bottom show how much fructose I consumed each day (dissolved in water).  

Later I used the theory to discover other ways to lose weight. (The best is to eat 

food while holding your nose shut.) I w rote a book (Roberts, 2006) based on my and 

other people's experiences. 

 Drinking  unflavored sugar water may not be a solution to the obesity epidemic, 

but th e weight loss shown in Figure 12 suggests there is something seriously wrong with 

mainstream ideas about weight control , which say sugar is fattening. 
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Example 10: Weight Loss Methods Compared  
In 2001, Alex Chernavsky, a 35-year-old IT manager, wanted to lose weight. He 

weighed 265 pounds. His Body Mass Index was 38 (40 = morbidly obese). He started to 

weigh himself daily and record the result .  

Over the next 11 years, he tried several ways of losing weight. Figure 13 shows 

what happened. Here is what he tried:  

1. Recording weight. At first he changed nothing besides starting to record his weight. 

He was eating a lot of sweets and other junk food and not exercising at all. He hoped 

that paying more attention to his weight would help. He slowly gained weight during 

this period.  

2. Long walks (started 2001). They lasted 1.5-2 hours. Because he lives in upstate New 

York, he cut down on the walks during winter.  

3. Low-carb diet (2002). He lost 50 pounds but then started to regain the lost weight.  

4. Vegetarian/vegan (2003).  For moral reasons, he became vegetarian and later vegan. 

This seemed to slow down his weight gain but did not stop it.  

5. Long walks resumed (2005). They stopped in the winter. 

6. Long walks resumed (2006). They stopped in the winter and did not resume. 

7. Shangri-La Diet (2009). He started with extra -light olive oil and sugar water but 

switched to drinking 4 tablespoons of flaxseed oil per day. 
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8. Shangri-La Diet modified (2011) To the original Shangri -La Diet regimen he added a 

heaping tablespoon of coconut oil. 

 

Figure 13. Alex Chernavskyôs weight over ten years. 

This is personal science as evaluation/customization. Chernavsky did not invent  a 

new way of losing weight. He compared known methods. He wanted to know which 

worked best. Even this modest goal led to ideas new to me. First, I have seen many times 

that low -carb diets cause weight loss. I have never before seen if the weight loss is 

sustained. In this case, it wasnôt.  Second, weight regain after walking stopped was 

remarkably slow. Third,  his data suggest it takes at least two years to evaluate a weight-

loss method. It took that long to show that the weight loss caused by a low-carb diet was 

not sustained. Almost all published weight -loss studies last less than two years.  

Example 11: Brai n Function and Flaxseed Oil  
 The Shangri-La Diet  (Roberts, 2006) advocates drinking smell-less oil to lose 

weight. After it appeared, a few readers wondered if they could do the diet using flaxseed 

oil  capsules. Flaxseed is high in omega-3, which a variety of evidence suggests is good 

for the brain.  

I wondered about the effect of flaxseed oil. One evening in 2006 I swallowed six 

1000 mg flaxseed oil capsules. Every morning for two years I had put on my shoes 

standing up. I stood on one foot while tying the laces of the shoe on the other foot. Even 

after two years, it was hard. On the morning  after I ate the flaxseed oil capsules, it was 

much easier than usual. Did  flaxseed oil improve my balance? 

I devised a homespun measure of balance: how long I could stand on one foot on 

a cutting board balanced on a pipe cap. I chose a diameter of pipe cap that made the task 


